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Abstract

In this work a new mathematical model, based on non-equilibrium conditions, describing the dynamic adsorption of proteins in columns
packed with spherical adsorbent particles is used to study the performance of chromatographic systems. Simulations of frontal chromatog-
raphy, including axial dispersion, for non-equilibrium systems with non-linear adsorption isotherms are made and compared to those of the
experimentally determined protein A affinity chromatography breakthrough curves ofhIgG, gathered from the literature. The non-equilibrium
model developed here combines external mass transfer and intra-particle transport by solid (surface) diffusion, and permits the prediction of
(time and bed height dependent) interface and average solid concentrations, along with interface and bulk liquid concentrations. The present
non-equilibrium approach significantly improved the model predictions of experimentally observed distended breakthrough fronts over local
equilibrium based models, and can be used to evaluate the influence of system parameters on the performance of chromatographic packed-bed
adsorption columns.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Frontal chromatography is a widely used process in
the purification of biopharmaceuticals. Simulations of
chromatographic processes are useful for studying and
understanding complex column dynamics. In packed-bed
adsorption, the complexity of the problem increases if the
usually assumed condition of local equilibrium is not in-
voked. The local equilibrium model neglects all transient
resistances, i.e. there is no concentration gradient within a
particle or in the liquid film. Local equilibrium assumption
between fluid and solid phases is assumed by many au-
thors, thus greatly simplifying their equations[1–10]. For
the cases of realistic mass transfer resistances, and espe-
cially for non-linear adsorption isotherms, local equilibrium
based models usually become less effective in predicting
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experimentally observed distended breakthrough fronts and
causes the predicted curves to be too sharp[11–13].

Yao and Tien[14] showed that, for systems with linear
adsorption isotherms, the classic LDF expression is equiva-
lent to the solution of the intraparticle diffusion equation and
extended their analysis[15] to systems with non-linear ad-
sorption isotherms. For the case of surface diffusion model
they concluded that, due to the approximate solution, the er-
ror introduced was of the order of [c(x, t)− c∗s(x, t)]2 where
c∗s(x, t) is the interphase liquid concentration (mg/cm3) ad-
jacent to the adsorbent surface which is in equilibrium with
qs(x, t), andc(x, t) is the bulk liquid concentration (mg/cm3)
in the void fraction of packed-bed adsorption column, as
shown inFig. 1. This leads to the conclusion that the solution
of Yao and Tien[15] becomes free from errors ifc(x, t) ∼=
c∗s(x, t). Such a case is of course only possible when local
equilibrium assumption holds.Fig. 1 schematically rep-
resents the solute adsorption in a spherical homogeneous
adsorbent particle which is free from the local equilibrium
assumption between solid average concentration,q(x, t) and

0021-9673/$ – see front matter © 2004 Elsevier B.V. All rights reserved.
doi:10.1016/j.chroma.2004.05.009



78 A.R. Özdural et al. / J. Chromatogr. A 1041 (2004) 77–85

Fig. 1. Solute adsorption in a spherical adsorbent particle.

bulk liquid concentration,c(x, t) due to the fact that equi-
librium is not attained instantaneously but follows a given
kinetics. The film concentration gradient might only be flat-
tened at near saturation conditions and thus local equilibrium
assumption might become valid. Otherwise, since adsorp-
tion itself is generally very fast, it is reasonable to state that
equilibrium is attained at the interface ie. adsorbent phase
surface concentration,qs(x, t) reaches to the equilibrium
with the surface of the liquid film that is next to the adsor-
bent,c∗s(x, t). Therefore, throughout the adsorption process,
until near saturation, non-equilibrium conditions prevail.

Lumped rate models, where overall mass transfer coef-
ficients have been used by combining the film and particle
mass transfer resistances, took the interest of researchers
[11,16–21]. For linear systems, pore diffusion lumped mod-
els can fit the breakthrough curves well but might give in-
accurate pore diffusion coefficients[22]. Another approach
[23,24] for non-equilibrium adsorption modeling is to en-
visage an instant equilibrium between bulk fluid concen-
tration and solid surface concentration, as an alternative to
the local equilibrium (instant equilibrium between bulk fluid
concentration and solid average concentration) assumption.
However, such an approach leads to intraparticle resistance
controlling, and neglects external film resistance.

Resistance to mass transfer in adsorption processes is
usually based on a dual resistance model combining ex-
ternal mass transfer and intraparticle transport. The major
differences in the models are due to the mechanism of intra-
particle diffusion proposed, namely pore diffusion, surface
(solid) diffusion or a combination of both. Pore diffusion
model assumes that the adsorbate diffuses in the pores of
the adsorbent, and is adsorbed on the surface of the pores.
An additional assumption is that the adsorption rate is much
faster than the diffusion rate[25–27]. Choy et al.[28] have
studied batch adsorption with a two-resistance model based

on external mass transfer and pore diffusion by incorporat-
ing a time dependent hypothetical equilibrium solid phase
concentration. They assumed that there is an unreacted core,
shrinking in size as adsorption proceeds. The surface (solid)
diffusion model considers the intraparticle resistance in the
form of surface (solid) diffusion and has been successfully
employed for characterizing mass transfer processes asso-
ciated with the adsorption of solutes onto adsorbents or ion
exchange adsorbents[25,26,29–33].

In this work, a new and efficient mathematical model
describing the dynamic adsorption of proteins in columns
packed with spherical adsorbent particles is used to study
the performance of chromatographic systems operating un-
der non-equilibrium conditions with non-linear adsorption
isotherms. Several groups of researchers have proposed and
solved packed-bed adsorption models using different numer-
ical approaches[34–36]. These models are generally based
on a “coupled” partial differential equation (PDE) system
with two sets of mass balance equations in the bulk fluid
and particle phases, and thus require the use of advanced
numerical methods such as orthogonal collocation or finite
element so as to save memory space with reasonable effi-
ciency and accuracy. The present approach obviates the so-
lution of “coupled” PDE systems, and employs a single set
of PDE by crediting the present time particle phase concen-
tration at a specified bed location (situated between the two
consecutive panels) through the use of one time step prior to
the present time particle phase concentration, and the bulk
fluid inlet and outlet concentration differences, which con-
currently takes into account the accumulation and axial dis-
persion effects.

Simulations of frontal chromatography, including axial
dispersion, were made and compared to those of the ex-
perimentally determined protein A affinity chromatography
breakthrough curves ofhIgG, gathered from the literature
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[10]. The present non-equilibrium approach significantly
improved the model predictions of experimentally observed
distended breakthrough fronts over local equilibrium based
models, and can be used to evaluate the influence of sys-
tem parameters on the performance of chromatographic
packed-bed adsorption columns.

It is sought in this paper to accomplish the following
with the introduction of a new non-equilibrium model
which is free from the limitations of the above mentioned
non-equilibrium models: (1) to demonstrate the effect of the
feed inlet concentration on the time and bed height depen-
dent interface and bulk liquid concentrations; (2) to show
the dynamic behavior of solid phase average concentrations
and solid phase surface concentrations and thus to suggest
protocols for new system operations and/or scale-up pro-
cesses of chromatographic packed-bed adsorption columns.

2. Theoretical

The mathematical model used in this work considers that
single component adsorption takes place from a flowing liq-
uid stream in a packed-bed chromatographic column (in-
side radius= Rc cm, bed height= L cm, bed void fraction
= ε) of spherical adsorbent particles (radius= rp cm) under
isothermal conditions. The change of interstitial velocity of
the liquid stream,v (cm/s), and the liquid concentration gra-
dients in the radial direction of the bed are considered to be
negligible. A constant surface (solid) diffusivity,Ds (cm2/s)
is used. Non-equilibrium conditions exist between the adsor-
bent particle and the liquid in the void fraction of packed-bed
chromatographic adsorption column. It is assumed that the
non-linear equilibrium data can be represented by Langmuir
equation. The model is based on a dual resistance model
combining external mass transfer and intraparticle transport
by solid (surface) diffusion, and assumes a parabolic con-
centration profile within the particle.Eq. (1)shows the math-
ematical expression of the parabolic concentration profile.

q(x, t) = a(x, t)+ b(x, t)r2 (1)

whereq̄(x, t) is the time and bed height dependent average
solid concentration (mg/cm3 solid, including particle pores
volume) anda(x, t) andb(x, t) are the coefficients. Gleuck-
auf and Coates[37] proposed the linear driving force (LDF)
model and they described that the adsorption rate of a single
adsorbate into an adsorbent particle is essentially propor-
tional to the amount of adsorbate still required to produce
equilibrium in the adsorbent. Yao and Tien[14] derived the
batch adsorption version ofEq. (2), by using the LDF ap-
proximation. Goto et al.[38] and Tejeda-Mansir et al.[39]
showed that the LDF approximation is equivalent to the
parabolic concentration profile assumption within the parti-
cle.

qs(x, t) = q̄(x, t)+ Bi

5
[c(x, t)− c∗s(x, t)] (2)

where Bi is the Biot number (kf rp/Ds). Eq. (3) gives the
Langmuir adsorption isotherm expression[40]. Due to
the realistic mass transfer resistances, i.e. non-equilibrium
conditions as shown inFig. 1, the widely used instant
equilibrium (local equilibrium assumption) between the
solid average concentration,q̄(x, t) and the bulk liquid con-
centrationc(x, t) is ruled out under dynamic conditions.
However, it is reasonable to assume thatc∗s(x, t) is in equi-
librium with qs(x, t) since adsorption itself (transfer of
solute at the interphase to adsorbed state) is generally very
fast.

qs(x, t) = qmKLc
∗
s(x, t)

1 +KLc∗s(x, t)
(3)

FromEqs (2) and (3), we obtain the following relationship:

[c∗s(x, t)]
2 +

[
5qm

Bi
− 5q̄(x, t)

Bi
+ 1

KL
− c(x, t)

]
c∗s(x, t)

− 1

KL

[
c(x, t)+ 5q̄(x, t)

Bi

]
= 0 (4)

The positive root ofEq. (4) is

c∗s(x, t) = −M +
√
M2 + 4/KL[c(x, t)+ 5q̄(x, t)/Bi]

2
(5)

where

M = 5qm

Bi
− 5q̄(x, t)

Bi
+ 1

KL
− c(x, t) (6)

A differential mass balance gives the well known governing
equation for a packed-bed adsorption column[41].

∂c(x, t)

∂t
+ v

∂c(x, t)

∂x
+ β[c(x, t)− c∗s(x, t)] = Da

∂2[c(x, t)]

∂x2

(7)

where

β = 3(1 − ε)

εrp
kf (8)

Regarding the mass transfer resistances,Eq. (7)contains the
kf term only, but as shown inEq. (2) surface diffusivity is
inherently included inc∗s(x, t) term. Furthermore, there are
two dependent variables,c(x, t) andc∗s(x, t) and two inde-
pendent variables,x andt. Substitution ofEq. (5)into Eq. (7)
gives:

∂[c(x, t)]

∂t
+ v

∂[c(x, t)]

∂x
+ β

[
c(x, t)

−
√
M2 + 4/KL[c(x, t)+ 5q̄(x, t)/Bi] −M

2

]

= Da
∂2[c(x, t)]

∂x2
(9)

Under non-linear conditions such as the present case, there
are no analytical solutions forEq. (9). Solutions must be
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Fig. 2. Schematic representation of a packed-bed adsorption column for
mathematical analysis: (a) general display, (b) display for the calculation
of solid average concentrations.

calculated numerically with the following initial and bound-
ary conditions. Furthermore, solution ofEq. (9)requires the
use of average concentration in the adsorbent,q̄(x, t) value,
which is addressed after the presentation of the liquid side
equations.

I.C. t = 0 for all x in the
packed-bed

c(x, t) = 0

B.C. 1 for t > 0 x = 0 c(x, t) = c0
B.C. 2 for t > 0 x = L ∂[c(x, t)]/∂x = 0

The second boundary condition is defined by the stop
of mass transfer at the column outlet, wherec0 (mg/cm3)
is the constant liquid inlet concentration. In the present
work the finite difference technique has been employed to
provide a numerical solution. Since explicit schemes may
suffer from stability limits the implicit scheme is used,
where∂[c(x, t)]/∂x and∂2[c(x, t)]/∂x2 are evaluated by the
central difference approximation and∂[c(x, t)]/∂t is eval-
uated by the backward difference approximation.Fig. 2a
shows the schematic representation of a packed-bed chro-
matographic adsorption column for numerical analysis.
The column is divided inton hypothetical slices of thick-
ness�x = h, where the time increment was�t = k. For
distance,x and time,t step indices ofi and j are used, re-
spectively. Instead of applying above given B.C. atx = L,
we approximated thec(x, t)|x=L values ati = nx + 1
by linear extrapolation ofc(x, t) values ati = nx − 1
andi = nx.

i = 1 (packed- inlet)
ci,j+1 = ci,j = c0
1< i < nx + 1

(10)

Evaluating∂[c(x, t)]/∂x and ∂2[c(x, t)]/∂x2 by the central
difference approximation, and∂[c(x, t)]/∂t by the backward
difference approximation[42] and substituting them into

Eq. (9)gives

−(α+ γ)ci−1,j+1 + (1 + 2γ)ci,j+1 + (α− γ)ci+1,j+1

= (1 − βk)ci,j + βk

2

[√
M2 + 4

KL

(
ci,j + 5q̄i,j

Bi

)
−M

]

(11)

where

α = kv

2h
(12)

γ = kDa

h2
(13)

Eq. (11)requires the use of the average adsorbate concentra-
tion of adsorbent,qi,j value. Let us considerFig. 2b, where
imaginarily adsorbent (solid) and liquid are accumulated on
opposite sides of the column. During the time step�t = k,
material balance for panels betweeni − 1 andi + 1 gives
qi,j value for paneli, where�x = h.

q̄i,j = q̄i,j−1 + εk

2(1 − ε)h

[
v(ci−1,j − ci+1,j)− 2h

∂c(x, t)

∂t

+ Da(ci−1,j − 2cj,i + ci+1,j)

h

]
(14)

The value of∂c(x, t)/∂t term, shown inEq. (14)can be ex-
pressed with finite difference equations. In order to findq̄i,j,
let us express∂c(x, t)/∂t again with a backward difference
approximation, but in this case one time step earlier then
that of the backward difference approximation of∂c(x, t)/∂t.
Hence, for the calculation ofc values atj + 1 time, theq̄
values atj time shall be employed inEq. (11).

∂c(x, t)

∂t
= −ci,j−1 + ci,j

k
(15)

Substitution ofEq. (15)into Eq. (14)gives

q̄i,j = q̄i,j−1 + α
ε

1 − ε
(ci−1,j − ci+1,j)

− ε

1 − ε
(ci,j − ci,j−1)

+ γ
ε

1 − ε
(ci−1,j − 2ci,j + ci+1,j) (16)

i = nx + 1 (packed-bed outlet).
It is assumed that the liquid concentration ati = nx + 1

can be calculated by extrapolatingi = nx − 1 andi = nx
data.

cnx−1,j+1 − 2cnx,j+1 + cnx+1,j+1 = 0 (17)

The left-hand side ofEq. (10) is known and it is equal to
the constant liquid inlet concentration. The variables on the
left-hand side ofEqs. (11) and (17)are unknown. However,
if we have a grid ofn+ 1 spatial points, then at timej + 1
there aren+ 1 unknown nodal values. We can assemble the
set ofn+ 1 equations of the form given inFig. 3. By solv-
ing the equation system presented inFig. 3, we determine
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Fig. 3. Assembly of the set ofn+ 1 equations for numerical solution.

c1, c2, . . . , cn+1 at time stepj+ 1 from c1, c2, . . . , cn+1
at time stepj. Özdural et al.[43,44] employed a similar so-
lution methodology to packed-bed enzyme reactors and to
flat plate dialyzers[45].

3. Simulation results and comparison with the
experimental data

The validity of the non-equilibrium model predictions
were checked by comparing the simulated results with ex-
perimental data from literature. McCue et al.[10] used two
different pore sizes of protein-A chromatography media (PG
700 and PG 1000, obtained from Millipore, Bedford, MA,
USA). The authors concluded that the Langmuir model suc-
cessfully represents the experimental adsorption isotherms,
and performed frontal chromatography studies, by loading
solution ofhIgG in PBS (1 mg/cm3) onto the columns un-
der two different (250 and 500 cm/h) superficial velocities,
where free solution diffusivity ofhIgG was calculated as
4.0×10−7 cm2/s. Experimental and local equilibrium based
models predicted breakthrough profiles ofhIgG on PG 700
and PG 1000 were presented asFigs. 4 and 5in their article.
The authors kindly provided the experimental data upon our
request[46]. The system and operating parameters are sum-
marized inTable 1. Prior to the non-equilibrium simulation
studies, film mass transfer and axial dispersion coefficients
are calculated for the system of interest and given inTable 2.
Since the feed at the column inlet is a dilute solution, for

solution density and viscosity, properties of pure water are
used.

The well-known correlation of Wilson and Geankoplis
[47] for mass transfer of liquids in packed-beds was used

Table 1
Chromatography media (porous glass, PG 700 and PG 1000) and column
properties to be used in the prediction of breakthrough profiles ofhIgG.
Data from McCue et al.[10]

Properties PG 700 PG 1000

Bulk density (g/cm3) 0.39 0.38
Particle porosity (–) 0.68 0.69
Average particle diameter (�m) 100 100
Bed voidage (–) 0.43 0.45
Bed height (cm) 20.0 6.0
Column i.d. (cm) 0.66 0.66
Langmuir isothermqm value (mg/cm3 media) 121 76
Langmuir isothermKL value (cm3/mg) 18.9 13.1

Table 2
Axial dispersion,Da and film mass transfer,kf coefficients calculated
through Eqs. (18) and (19)

u (cm/h) PG 700a PG 1000a

20 cmb 6 cmb

kf × 103

(cm/s)
Da × 103

(cm2/s)
kf × 103

(cm/s)
Da × 103

(cm2/s)

250 1.22 3.27 1.16 3.58
500 1.54 6.50 1.47 7.12

a Media.
b Bed height.
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(b) 
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     Experimental, u = 500 cm/h

  Model output, u = 250 cm/h
---    Model output, u = 500 cm/h

Surface diffusion under 
non-equilibrium conditions

PG 700 
c0 = 1.0 mg/cm3

Fig. 4. Experimental and the proposed homogeneous surface diffusion
under non-equilibrium conditions model predicted breakthrough profiles of
hIgG on: (a) PG 1000 chromatography media, (b) PG 700 chromatography
media. Note: Experimental data of Figs. 4 and 5 of McCue et al. [10] are
kindly supplied by the authors, with permission from Elsevier, Copyright
(2003).

for evaluating the film mass transfer coefficient, where Sher-
wood number (Sh = 2rpkf/D) is expressed in terms of
Reynolds (Re = 2rpuρ/µ) and Schmidt number (Sc =
µ/ρD).

Sh =
(

1.09

ε

)
Re1/3 Sc1/3 (18)

for 0.0016 < Re < 55 and 165 < Sc < 70600.
The axial dispersion coefficient, Da for liquids in packed

beds has been studied by several researchers. Their results
have been collected and presented graphically [48,49]. Da
values for the present conditions are calculated using the
following empirical Peclet number (Pe = 2rpv/Da) versus
Reynolds number correlation [50]. This relation is based on
numerous experiments over a broad range of Re numbers
(10−3 to 103).

εPe = 0.20 + 0.011 Re0.48 (19)

We have determined the bed height dependent bulk liquid
concentration, c and the liquid film interphase concentra-
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     Experimental, u = 250 cm/h
     Experimental, u = 500 cm/h
    Model output, u = 250 cm/h

---   Model output, u = 500 cm/h

PG 700 
c0 = 1.0 mg/cm3

(a) 

Pore diffusion model 
with LE assumption 

Fig. 5. Experimental and (a) pore diffusion, (b) homogeneous surface
diffusion model (LE assumption) predicted breakthrough profiles of hIgG
on PG 700 chromatography media. Note: Experimental data of Fig. 4 of
McCue et al. [10] are kindly supplied by the authors, with permission
from Elsevier, Copyright (2003).

tion, c∗s versus accumulated volume (that represents time)
profiles, through homogeneous surface diffusion under
non-equilibrium conditions model proposed in this study,
for the parameter values given in Tables 1 and 2. We have
also determined the corresponding profiles of adsorbent
particle average concentration, q and adsorbent particle
surface concentration, qs. Fig. 4 gives the experimentally
determined breakthrough profiles of McCue et al. [10]
for columns packed with: (a) PG 1000, (b) PG 700 chro-
matography media, along with the non-equilibrium model
breakthrough curve predictions of the present study. The
authors [10] used a long bed (20 cm) for PG 700 and a short
bed for PG 1000 (6 cm) with a constant column inside di-
ameter (i.d. = 0.66 cm), and employed two different liquid
superficial velocities (u = 250 and 500 cm/h) with an inlet
concentration of 1.0 mg/cm3. During the model calculations
we used Ds values of 0.48 × 10−9 and 1.8 × 10−9 cm2/s for
PG 700 and PG 1000, respectively. These values are con-
sistent with those of McCue et al. [10] where they obtained
a series of Ds values for different initial tank concentra-
tions from the fitting of stirred tank experimental uptake
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data. The chromatographic media content of their column
studies increases with the bed length and thus during most
of the adsorption process it is expected that a greater por-
tion of the chromatographic media come upon with a less
concentrated solution for the long column (PG 700) as
compared with the short column (PG 1000) for the same
inlet superficial velocity and concentration. Hence, we have
reached to better fits for the long column (PG 700) with
Ds values of McCue et al. [10] corresponding to the lower
range of 0.5–1.0 mg/mL initial tank concentration, whereas
for PG 1000 better fits were obtained with Ds values corre-
sponding to the upper range of 0.5–1.0 mg/mL initial tank
concentration.

Local equilibrium assumption based PG 700 and PG 1000
packed column breakthrough profile simulations of McCue
et al. [10], where the model equations were solved via or-
thogonal collocation on finite elements, are reproduced in
Figs. 5 and 6, respectively (by permission from Elsevier).
Comparison of the non-equilibrium simulations (Fig. 4)
against local equilibrium based simulations (Figs. 5 and 6),
where the same operation parameters are employed, clearly
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   Model output, u = 250 cm/h
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Fig. 6. Experimental and (a) pore diffusion, (b) homogeneous surface
diffusion model (LE assumption) predicted breakthrough profiles of hIgG
on PG 1000 chromatography media. Note: Experimental data of Fig. 5
of McCue et al. [10] are kindly supplied by the authors, with permission
from Elsevier, Copyright (2003).

illustrates the superiority of the non-equilibrium model
over local equilibrium assumption based pore diffusion and
homogeneous surface diffusion models. McCue et al. [10]
have repeated simulation studies both for pore and surface
diffusion based local equilibrium models. These models
fail in simulating the tails of experimental breakthrough
profiles due to the assumption of instant equilibrium be-
tween bulk liquid and solid concentrations. Figs. 5 and 6
illustrates that local equilibrium assumption used by Mc-
Cue et al. [10], as it does not take into account the mass
transfer resistances, falsely predicts higher adsorption rates.
On the other hand Fig. 4 shows that non-equilibrium model
simulations of this study predicts lower adsorption rates
that are in agreement with the experimental data of McCue
et al. [10], i.e. the break point time of local equilibrium
assumption based models becomes greater than that of the
non-equilibrium predictions. The non-equilibrium model
behaviors, presented in this study, indicate similar trends
with the analysis of Harwell et al. [17]. Furthermore, if
the local equilibrium assumption is used, breakthrough
curves become steeper than that of non-equilibrium break-
through curves, and initial “ tailing” of the breakthrough

Fig. 7. Non-equilibrium model predicted PG 1000 chromatography media
packed-bed chromatographic column for high feed inlet concentration: (a)
interphase and bulk liquid concentration patterns, (b) solid surface and
solid average concentration patterns. Operating parameters are the same
with that of Fig. 4a.
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curve disappear. Thus, the assumption of local equilibrium
incorrectly predicts a narrower mass transfer zone than
actually is present. McCue et al. [10] have based their or-
thogonal collocation numerical solution methodology on a
“coupled” partial differential equation (PDE) system with
two sets of mass balance equations in the bulk fluid and
particle phases. In the present approach, we used a simpler
procedure that obviates the solution of “coupled” PDE sys-
tems. The numerical solution strategy of this work is based
on the implicit scheme finite differences technique for the
solution of a single PDE by taking the advantage that, to
a good approximation at a specified bed location, the dif-
ference between “one time step prior to the present time
particle phase concentration” and “ the present time particle
phase concentration” is negligible for a small increment in
time.

With the aid of the non-equilibrium model, the correla-
tions between: (a) interphase and bulk liquid concentrations;
(b) solid surface and solid average concentrations for PG
1000 chromatography media packed chromatographic col-
umn are presented in Fig. 7. The correlations using the same

Fig. 8. Non-equilibrium model predicted PG 1000 chromatography media
packed-bed chromatographic column for low feed inlet concentration: (a)
interphase and bulk liquid concentration patterns, (b) solid surface and
solid average concentration patterns. Operating parameters are the same
with that of Fig. 4a with the exception that the value of c0 is decreased
by a factor of 10.

parameters with that of Fig. 4a is presented at Fig. 7, which
illustrates that, the difference between interphase and bulk
liquid concentrations are small, but there is a substantial dif-
ference between solid surface and solid average concentra-
tions due to the relatively small Ds value, ie. large internal
resistance.

In order observe the influence of the feed concentration
model simulation is repeated using the parameter values of
Fig. 7 but the value of c0 is decreased by a factor of 10.
Fig. 8 illustrates non-equilibrium model simulations at feed
concentration of 0.1 mg/cm3. Fig. 8 shows that at the to-
tal bed height outlet, due to the low solute concentration of
the feed, the values of c, c∗s and q, qs start to appear only
at the end of the simulation period. However, the compar-
ison of Figs. 7 and 8 for 1/2 bed height reveals that at the
low feed inlet concentration (Fig. 8a) the percent difference
between c and c∗s increases as compared with that of high
feed inlet concentration (Fig. 7a). This might be attributed
to the predomination of film resistance at low solute con-
centration. Furthermore, for high feed inlet concentration
the difference between solid surface concentration qs and
solid average concentration q becomes notable, whereas for
low feed inlet concentration the difference between qs and
q becomes less significant, as shown in Figs. 7b and 8b,
respectively. This indicates that the solid phase resistance
might become the critical step for high feed inlet concen-
trations.

4. Conclusion

In this work a new mathematical model, based on
non-equilibrium conditions, describing the dynamic ad-
sorption of proteins in columns packed with spherical
adsorbent particles is used to study the performance of
chromatographic systems. The method commences with a
general model, where combination of external mass transfer
and intra-particle transport by solid (surface) diffusion is
employed. The present analysis showed that the oversim-
plification of packed-bed adsorption with models based on
assumptions of local equilibrium, leads to the erroneous
predictions of breakthrough curves. Comparison of the
non-equilibrium model predicted bulk liquid concentration
and the corresponding interphase liquid concentration il-
lustrate that there are substantial differences between them.
This is especially true for the early stages of adsorbent
loading. Furthermore, it was concluded that the local equi-
librium assumption falsely implies a narrower mass transfer
zone than actually it is. A local equilibrium assumption
should thus be made only for qualitative estimates of break
point times for real systems. The present study illustrates
that; there is a noticeable difference between adsorbent par-
ticle surface concentration and its average concentration.
The adsorbent loading status and thus the time, seriously
alter the difference between adsorbent particle surface con-
centration and its average concentration.
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5. Nomenclature

Bi Biot number (kfrp/Ds)
c liquid concentration in the void fraction

of packed-bed adsorption column (mg/cm3)
c0 liquid concentration

at the packed-bed inlet (mg/cm3)
c∗i interphase liquid concentration (mg/cm3)
D free diffusivity of hIgG in water (cm2/s)
Da axial dispersion coefficient (cm2/s)
Ds surface (solid) diffusivity (cm2/s)
h increment in distance (cm)
i x panel index used in numerical solution
j t panel index used in numerical solution
k increment in time (s)
kf film mass transfer coefficient (cm/s)
KL constant in Langmuir isotherm (cm3/mg)
L packed-bed height (cm)
Pe Peclet number based on interstitial

fluid velocity (2rpv/Da)
q̄ adsorbent particle average

concentration (mg/cm3 solid)
qm Langmuir isotherm maximum adsorption

capacity (mg/cm3 solid)
qs solid concentration at the adsorbent

surface (mg/cm3 solid)
r radial coordinate (cm)
rp adsorbent particle average radius (cm)
Rc column inside radius (cm)
Re Reynolds number based on superficial fluid

velocity (2rpuρ/µ)
Sc Schmidt number (µ/ρD)
Sh Sherwood number (2rpkf/D)
t time (s)
u superficial velocity (cm/s)
v interstitial velocity (cm/s)
x packed-bed axial distance (cm)

Greek letters
α parameter equal to kv/(2h)
β parameter equal to 3(1 − ε)kf/(εrp)

ε void fraction in packed-bed adsorber
γ parameter equal to kDa/h

2

µ liquid phase viscosity (kg/m s)
ρ liquid phase density (kg/m3)
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